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Deep Generative Neural Network Models for Capturing Complex Patterns in Visual
Data

Generative neural networks allow one to synthesize and semantically edit complex
data structures such as images or objects. In recent years, GAN models have ex-
celled in producing realistic imagery. However, typically, these models are limited to
producing random images from a given category. Instead, one would often like to
edit existing content and combine attributes of suitable exemplar images. This re-
quires encoding the images into a compact form the model can understand. Gener-
ative autoencoders are models that could serve the purpose, but they tend to pro-
duce blurry images, even at low resolutions.

In this dissertation, autoencoders and other machine learning methods were devel-
oped to resolve these issues. The models allow for exemplar-based sharp editing of
existing high-resolution images at the level of semantic attributes, such as face ex-
pression or jaw shape. It was shown that, contrary to the general belief, autoencod-
ers can in fact synthesize images realistic enough to make it hard for humans to tell
them apart from real ones. Hence, the gap between autoencoders and GANs has
narrowed down, without losing the autoencoder ability to instantaneously process
and combine the attributes of user-provided images. The model learns completely
unsupervised, with no labeled data. Finally, the user can choose to add a desired
proportion of random variation into the synthesized images, in a GAN-like fashion.

Ideally, based on the training data of the relevant subdomain of science or engi-
neering, a generative model learns the “design landscape” of physically acceptable
and desirable solutions. In the new ensuing paradigm, the task of the human de-
signer will be, then, to choose the high-level attributes of images or other data struc-
tures in desired proportions. The Al will then combine them in a realistic manner.
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