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Fundamental limits of machine learning for networked data
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In this dissertation, we provide sufficient conditions such that accurate learning is possible for the learning problems within networked data. In particular, we introduce the network compatibility conditions, the conditions on the location of labeled nodes concerning the network structure, which guarantees that network lasso methods can accurately learn the networked predictive model. Besides, we derive the bounds on the number of samples such that a conditional independence graph can be learned accurately.
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