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loT-data pipeline
Deployed with CDK in AWS

* 32 parallel vCPUs w/ auto-scaling

* 50000 machines of 3 different types ¢
* 12 realistic signals
* One message of 14.5 kB every 5 min
from active machines (avg 9.6h per day)
* Total of 5.7 million messages per day
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For more information on Apache Flink® see https://flink.apache.org/.



https://flink.apache.org/
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Scalability

24h continuous stress test with 50000 assets and 20 signals
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— The demo architecture is suitable for processing realistic and realtime lloT data

= It could be optimized and scaled up in AWS




Operating costs

Monthly costs per service (excl. tax)

Total approx. $2422
Equals $0.05 / asset

(excl. Data generator and CloudWatch)
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* Approximation (cost class split between multiple services)




Conclusion

Strengths

Flink provides a strong Java/Scala —based framework and platform for processing realtime
data at scale

Kinesis Data Analytics (KDA) eases Flink comissioning and deployment
KDA operating-costs seem reasonable and many optimizations can be done

v

An analytical mindset with strong coding skills are required to master lloT Flink applications
Best practices for industrial loT-data processing are not generally available

We are developing Regatta® Framework for Flink to ease its adoption:
Data processing and storage libraries, templates, schemas, data formats, reprocessing
management, metrics, integration testing, laC deployments in AWS, ...
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