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Background
Industry 4.0, HMI, mixed reality, and crane application
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Reality-Virtuality (RV) Continuum [3] 

Human-Computer-Environment 
Interactions [2] 

Controlling of Lifting Device (Konecranes) [4] 

Nine Technologies Transforming 
Industrial Production [1]
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Prototype setup, architecture and workflow 
Modularized design of the mixed reality application for crane “Ilmatar”
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Communication as a key for data-driven HMI
Dataflow within the application, as well as between the interface and the crane

The communication module functions as a bridge 
between the crane and all the other modules in the 
MR application prototype. 

Accessing the crane data, and further:
• displaying it in the dashboard of the visualization 

module; or 
• modifying it in the target control of the interaction 

module. 

Behind the scene:

• Leveraging the RestSharp API to send HTTP 
request (either query to read data, or mutation to 
write data) to the crane GraphQL wrapper;

• Multi-threaded vs. single thread behaviour:
o Watchdog function;
o Monitor function;
o Control function.

• Determining request frequency, size and timeout
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Demo
HoloLens device portal capture: instruction phase
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Demo
HoloLens device portal capture: registration, visualization, interaction phases
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Thanks for your attention.
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Backup Slides for Q&A
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Related Work & Existing Solutions
Existing Solutions on smart crane operation HMI
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HoloCrane App. Crane moved to target [10]

HoloLens app as part of digital twin prototype: [10]
• voice/gesture/gaze input to control crane with fixed hologram points;
• a fixed viewfinder to display crane status;
• communication with OPC UA through WebSocket API and Express 

Node framework (obsolete);
• restricted flexibility/mobility of user when initializing the app 

Digital Twin prototype reference architecture [10] Interface of “Ilmatar” Web App with GraphQL [11] 

Web-based user interface 
with GraphQL: [11]
• Monitor crane variables 

and IP-camera
• Control movement of 

each subsystems
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Hardware Setup
Microsoft HoloLens (1st generation) - device specifications [12]
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1. Gaze Tracking 2. Gesture Input 3. Voice Support

• Navigate the cursor
• HoloLens 1 only 

support Head-gaze, no 
Eye-gaze

• Air Tap: select; Bloom: start/close menu; 
Tap and Hold: click and drag, .etc

• HoloLens 1 only support simple interaction, 
no complex gesture recognition for 
manipulation

• Speech commands
• Hand-free mode

Hardware Setup
Microsoft HoloLens (1st generation) - device capabilities [12]
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Crane Component Overview [13]

Crane Side Look [10]

Crane Movement Subsystems [13] Crane and AIIC Visual Component Model – Look 1, 2 [14]

Hardware Setup
Smart crane “Ilmatar” & AIIC
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• Unity3D engine: main platform for MR app 
development of all modules

• Microsoft Mixed Reality Toolkit (MRTK): 
supporting MR input system and interactive 
components for interaction and visualization 
modules 

• PTC Vuforia AR SDK: registering space and 
(extended) tracking device for registration 
module

• RestSharp API: sending HTTP request to 
GraphQL for communication module

• Task Parallel Library (TPL) in .NET 
framework: multi-threaded behaviour for 
communication module

Software Setup
Software and toolkit for mixed reality application development

Xinyi Tu: A Mixed Reality Interface for Digital Twin Based Crane
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• Crane software systems

o Crane OPC UA interface and data access
o Crane GraphQL wrapper

• Crane connectivity 

Software Setup
Software systems and connectivity of the crane

Crane Software Systems Overview (2018)
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Software Setup
Crane OPC UA interface & data access

Control Variables – Manual Control [15]

Control Variables – Target Positioning Control [15]

Control Variables – Control Status [15]

Variables (Read) – Radio Selection [16]

Variables (Read) – Hoist Machinery [16]
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Software Setup
Crane GraphQL wrapper & crane connectivity

Communication Flow with GraphQL Wrapper [11]

OPC UA GraphQL Wrapper Operation Node [11]

Crane Connectivity and Network [11]
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Prototypical Development
Interaction module

HoloLens View Before Interaction

HoloLens View During Movable Target Control 
(with Spatial Mapping)

The interaction module enables the control of 
crane through interacting with the virtual balls in 
the scene. 

There are two ways of control.

• Fixed target control: gaze and air-tap to 
select a fixed target;

• Movable target control: gaze, tap and hold 
to navigate and place the movable target

Behind the scene:
• Interaction enabled by Input system of MRTK;
• Constantly computing difference between the 

crane current position (from communication 
module) and selected target position, and 
moving each sub systems accordingly (first 
trolley/bridge forward/backward, then hoist 
up/down);

• Pre-calculating the offset of transformation 
between Unity scene and crane coordinate 



Technische Universität MünchenFachgebiet Augmented Reality

Xinyi Tu: A Mixed Reality Interface for Digital Twin Based Crane 19

Prototypical Development
Visualization module

Dashboard in Unity Scene

Instruction in HoloLens View

The visualization module enables the users to:

• directly monitor the crane real-time status 
through a dashboard;

• view the instructions on how to use the 
application;

• adjust the interface (MR scene) in the way 
that they prefer through switching on/off the 
toggles of certain virtual objects.

Behind the scene:

• Interactive UI enabled by prefab components 
from Unity MRTK

• Dashboard values coming from communication 
module and interaction module

Interface Adjustment 
in Unity Scene
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Prototypical Development
Registration module

Spatial Mapping, Holograms and Image Target in Unity Scene 

Full SRG in Registration 
Module 

The registration module aims at placing the 
holograms at the pre-defined positions in the 
physical environment regardless of the user’s 
location when the application is initialized.
Only an initial registration action need to be 
conducted.

Behind the scene:

• Enabled by Vuforia AR SDK in Unity, utilizing its 
features of image target, device tracking and 
extended tracking;

• Applying the spatial relationship graph (SRG) 
and frame of reference (FOR)

• Calibrating image target database and 
holograms positions with spatial mapping mesh

Image Target with 
Bounding Box in 
HoloLens View 

FOR of World, Device 
/Camera and Targets 
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Evaluation on Control Accuracy 
Evaluation procedure
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1. Collecting evaluation data
• After registration, we select a target in the HoloLens scene; 
• Manually navigate the crane with the remote controller to the selected target, where the 

crane hook is aligned with the hologram of the target;
• Read the target positions Ptarget (predicted value) and the crane status positions Pstatus

(observed value) of the three subsystems from the hologram dashboard;
• Repeat the above step for

• Fixed Target Control: 3 experiments, 12 test sets
• Movable Target Control: 10 experiments / test sets

2. Calculating the Root Mean Square Error (RMSE)

3. Visualizing with Error Ellipsoid
• Algorithm for minimum volume covering ellipsoid (MVEE)
• Plot with python matplotlib library 

Xinyi Tu: A Mixed Reality Interface for Digital Twin Based Crane
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Fixed Target Control: 3 experiments, 12 test sets

Movable Target Control: 10 experiments / test sets

Evaluation on Control Accuracy 
Data collection and RMSE calculation

Xinyi Tu: A Mixed Reality Interface for Digital Twin Based Crane

RMSE range: 1cm - 7cm 
Pattern: hoist < trolley < bridge 



Technische Universität MünchenFachgebiet Augmented Reality

Suggested Future Work
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Robust 
registration 
and tracking 

Latency 
evaluation 

Device 
upgrade 

Usability 
testing 

Digital twin 
data 

utilization 

Functionality 
enhancement 


